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1. Introduction to Programme

B.A. (Programme)is a threeyear undergraduate progranthe department of Statistics
introduced statistics discipline in B.A. (Programnte)integratestatistics subjects with other
disciplinesin B.A. (Programme)The curriculum is dispensed using a combination of classroom
teaching, pacticals,group discussiongyresentationshome assignmentsndustry interactions

and exposure, internships and fieldwork. The programme has a unigue and innovative course

structure which engenders creative out of the box thinking.

1.1 Eligibility for Admissions
As peradmission bulletin for undegraduate programme of University of Delhi.

2. Introduction to CBCS (Choice Based Credit System)

Scope

The CBCS provides an opportunity for the students to choose courses from the prescribed
courses comprising core, electiehor or skilkbased courses. The courses can be evaluated
following the grading system, which is considered to be better than the conventional marks
system. Grading system provides uniformity in the evaluation and computation of the
Cumulative Grade PoinAverage (CGPA) based on student’'s performance in examinations
which enables the student to move across institutions of higher learning. The uniformity in
evaluation system also enable the potential employers in assessing the performance of the

candidates.

Definitions:

() ‘Academic Programme’ means an entire course of study comprising its programme
structure, course details, evaluation schemes etc. designed to be taught and evaluated in a
teaching Department/Centre or jointly under more than oneBegartment/Centre

(i) ‘Course’ means a segment of a subject that is part of an Academic Programme

(i) ‘Programme Structure’ means a list of courses (Core, Elective, Open Elective) that makes
up an Academic Programme, specifying the syllabus, Credits, hoursadifirig,
evaluation and examination schemes, minimum number of credits required for successful
completion of the programme etc. prepared in conformity to University Rules, eligibility
criteria for admission

(iv) ‘Core Course’ means a course that a student &etimib a particular programme must
successfully complete to receive the degree and which cannot be substituted by any other

course



(v)

(vi)

(vii)

(viii)

(ix)

(x)

(xi)

(xii)
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‘Elective Course’ means an optional course to be selected by a student out of such
courses offered in the same or any obepartment/Centre

‘Discipline Specific Elective(DSE)course is the domain specific elective course offered

by the main discipline/subject of study. The University/Institute may also offer discipline
related Elective courses of interdisciplinary nataiso, but these are needed to be
offered by main discipline/subject of study.

‘Dissertation/Project’ is an elective course designed to acquire special/advanced
knowledge, such as supplement study/support study to a project work, and a candidate
studies suig a course on his own with an advisory support by a teacher/faculty member.
Project work/Dissertation is considered as a special course involving application of
knowledge in solving/analysing/exploring a real life situation /difficult problem. A
Project/Dssertation work would be of 6 credits. A Project/Dissertation work may be
given in lieu of a discipline specific elective paper.

‘Generic Electivé (GE) course is an elective course chosen generally from an unrelated
discipline/subject, with an intentidm seek exposure to other disciplines. A core course
offered in a discipline/subject may be treated as an elective by other discipline/subject
and vice versa and such electives may also be referred to as Generic Elective.

‘Ability Enhancement Courses’ (ABE) also referred as Competency Improvement
Courses/Skill Development Courses/Foundation Course. The Ability Enhancement
Courses (AEC) may be of two kinds: AE Compulsory Course (AECC) and AE Elective
Course (AEEC).

‘AECC’ are the courses based upon thateat that leads to Knowledge enhancement.

The two AECC are: Environmental Science, English/ MIL Communication.

‘AEEC’ are valuebased and/or skilbased and are aimed at providing haadsraining,
competencies, skills, etc. These courses may be cliwsara pool of courses designed

to provide valuebased and/or skilbased instruction. These courses are also referred to

as Skill Enhancement Courses (SEL).

‘Credit’ means the value assigned to a course which indicates the level of instruction;
Onehour lecture per week equals 1 Credit, 2 hours practical class per week equals 1
credit. Credit for a practical could be proposed as part of a course or asratsepa

practical course
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(xii) ‘CGPA’ is cumulative grade points calculated for all courses completed by the students
at any point of time.

(xiv) ‘'SGPA’ means Semester Grade Point Average calculated for individual semester.

(xv) ‘CGPA’is Cumulative Grade Points Averageadated for all courses completed by the
students at any point of time. CGPA is calculated each year for both the semesters
clubbed together.

(xvi) ‘Grand CGPA:' is calculated in the last year of the course by clubbing together of CGPA
of two years, i.e., four seesters. Grand CGPA is bei given in Transcript form. To
benefit the student a formula for conversation of Grand CGPA into %age marks is given

in the Transcript.

3. Programme Structure

The B.A. (Programme) is a thrgrear course divided intsix-semesters. A student is required to

complete 132 credits for the completion of course and the award of degree.

3.1 Alignment with CBCS
The B.A. (Programmjes aligned with CBCS structure as given in Table 1

Table 1: CBCS Course Structure for B.A.(Programme)

Course redits
Theory + Practical Theory + Tutorials
|. Coe Caurse 12x4=48 12x5=60
(12 Papers)

04 Courses from each of the

03 dsciplines of choice

Core Caurse Practical/Tutorial* 12x2=24 12x1=12
(12 Practical/Tutorials*)

04 Courses from each of the

03 Disciplines of choice

Il . Elective Course 6x4=24 6x5=30
(6 Papers)

Two papers from each discipline of choice including peaper of interdisciplinary nature.

Elective Caurse Practical/Tutorials* 6x2=12 6x1=6
(6 Practical/Tutorials¥)
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Two Papers from each discipline of choice including paper of interdisciplinary nature.

Optional Disrtation or projed work in place of me Discipline eledive paper (6 credits) in
6" Semester

11l . Ability Enhancement Courses

1. Ability Enhancement Compulsory  2x4=8 2%x4=8

(2 Papers of 4 credits each)
Environmental Science

English/MIL Communication
2. ill Enhancement Course 4x4=16 4x4=16
(Skill Based) (4 Papers of 4credits each)

Total credit=132 Total credit=132

Institute should evolve a system/policy about ECA/General Interest/Hobby/Sports/NCC/
NSS related courses on is own.

*wherever there ispractical there will be no tutorials and vice-versa.

3.2 Detailsof Programme

Core Courses
Corel:BasicStatistics and Probability
Core2: Statistical M ethodology
Core3: Theoryof Statistical Inference
Core4: Survey Sampling and Design of Experiments

Skill Enhancement Course
SEC-1: Data Analysis using Spread Sheet
SEC-2: Statistical Computations using Software (SPSS/R)
SEC-3: Simulation Techniques in Statistics
SEC-4: Statistical Technigues for Research Methods

Discipline Spedfic Eledives

DSE 1(choose ane)
DSE (i) Demography
DSE 1(ii) Applied Statistics |

DSE 2 (choose oe)



DSE 2 (i) Applied StatisticslI

DSE 2- (i) Demand Analysis and Linear Regression

Note:

1.
2.

5.
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There will be one batch of 15 students for practical classes.

Each practical will carry 50 marks including 25 marks for continuous evaluation and 5

marks for the oral test.

Colleges are advised and encouraged to conduct at least 50% of the practicals using

spreadsheet (MS Excel) or any statistical package (SPSS/R/MATLAB).

At least four questions have to be compulsorily attempted in the final practical

examination.

Hardcopy of practical file has to be maintained by the students for each practical paper.

3.3 Semesterwise Placement of Courses

Table 2: Semester wise Details d8.A. (Programme) StatisticsCourse & Credit Scheme

Semester (Core Course Ability Skill Discipline Generic Elective
(12) Enhancement Enhancement Spedfic GE (2)
Compulsory Course(SEC) (2) [Elective
Course(AECC) (2) (DSE)(6)
1 DSC-1 (Core 1) AECC1
DSC-2 A
DSC-3A
2 DSC-1 (Core 2) AECC2
DSC-2B
DSC-3B
3 DSC-1 (Core 3) SEC1 (SEC -1)
DSC-2C
DSC-3C
4  |DSC-1 (Core 4) SEC2 (SEC -2)
DSC-2D
DSC-3D
5 SEC3 (SEC-3) |DSE 1[DSE 1 (i}/ (ii)]
DSE 24
DSE 3A
6 SEC4 (SEC - 4) |DSE 1 [DSE 2 (i) / (ii)]
DSE 2E
DSE 3B
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3.4 Number of Courses offered

Table 3: Number of courses offered

S. No. | CourseType No. of Courses
1. Core Course 4
2. Ability Enhancement Compulsory Course (AEC 2
3. Skill Enhancement Course (SEC) 4
4. Discipline Specific Elective (DSE) 4
Total Number of Courses Offered 14

4. Learning Outcome Based Approach

B.A. (Programme) is designed in such a way that students will be exjpothedreal world data

related to industries and society, identifying the problems and working towards their solutions

through various analytical and statistical techniques. The edsrdesigned tambibe strong

foundation of statistics in students.

5. Graduate Attributes

On completion of the programme students are expected to have acquired the skills of effective

communication, critical thinking, social research methods and soctatéach. The attributes

expected from the graduates of B.A. (Programme) are:

Vi.

Vil.

A holistic knowledge and understandiofibasic concepts in statistiasdits linkages

with art, scienceind technology.

The capacity to identify, understand and solvepitodblems of society.

The ability to collect, analyse, interpret and present the data and bring out the meaning,
correlations and interrelationships.

Team building and leadership skills, communication, creative and critical thinking
skills, and innovative poblem solving skills.

To provide scientific approaches to develop the domain of human knowledge through
the use of empirical data expressed in quantitative form.

To enable the students to understand basic concepts and aspects related to research,
various techniques to collect the data, analyse the data and interpret the results
thereafter.

Learning the basiprogramming languages asthtistical software will help students to

easily switch over to any other s&tical software in future.
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6. Qualification Description
Upon successfully completing the programme the studeritbevdonferred a degree of B.A.
(Programme)lt is an interdisciplinary programme equipping the students in the knowledge
of statistics. Besides, it also imparts theuistie knowledge of mathematics and statistical

softwares.

7. Programme Objectives
1. To imbibe strong foundation of statistics in students.
2. To familiarize students with basic to hifgvel statistical concepts.
3. To update students with mathematical tab& aid in statistical theory.
4. To teach/strengthen students’ knowledge of spreadsheets, programming languages and
statistical packages.
5. To promote application oriented pedagogy by exposing students to real world data.
6. To aid students do projects whiprepare them for jolsarket

8. Programme Learning Outcomes

This course exposes the students to the beautiful world of Statistics and how it affects each and
every aspect of our daily lifeThe course is designed to equip students with all the major
conepts of Statistics along with the tools required to implement thetroduction to computer
softwares help them in analysis of data by making optimum usage of time and resdheses.
sofwares give them the necessary support and an edge when prggressieir professional
careers.Exposure to plethora of real life data helpshoming their analyticakkills. Having
practical component with every paper invokes their exploratory side anetufiee the
interpretation abilities.Such a pedagogy goeslong way in giving them the required impetus
and confidence for consultancy startups/jobs in near fufline. structure of the course also
motivates/helps the students to pursue careers in related disciplines, especidiasbences

financial staistics andactuarial sciences.

9. Teaching Learning Process

The faculty of the Statistics department in the constitaefieges otthe University of Delhi

is primarily responsible for organizing lectsréor B.A. (Programme). The instructions
related totutorials and practicals are provided by the respective registering units under the
overall guidance of the Department dhfstics, University of Delhi.

There shall be 90 instructional days excluding examination in a semester.

(Add details abouProjects/Dissertation and role of supervisor)

9
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Teaching Pedagogy

Teaching pedagogy involveslass room interdmns, discussions, presentations, practical

work based on courses, class tests and assignments

This is detailed out for each coersf the progamme in section 1iinder ‘Facilitating the

Achievement of Course Learning Outcomé's

10. Assessment Methods/ Evaluation Scheme

The students registered for B.A. (Programmal) study semester | to VI at the constituent

colleges of the University Delhi. During these semesters Core, AECC, DSE and SEC courses are

offered.

(i)
(ii)

(iif)

English shall be the medium of instruction and examination.

Examinations shall be conducted at the endea¢h Semester as per the Academic
calendar notified by the University of Delhi.

The assessment broadly compriggganternal assessment and end semester examination.
Each theory paper will be of 100 marks with 25% marks for internal assessment and 75%
marks for end semester examination. Each practical paper will be examined out of 50
marks with 50% marksfor continuous evaluation and 50% marks for end semester

examinationSkill enhancement paper will be examined out of 100 marks

10.1 PassPercentage &Promotion Criteria

The following provisions shall be applicable to students adntiti¢ide B.A (programme):

a) A student who appears in an odd semester examinations or who was eligible to appear in

the odd semester examinations but remains absent in aall/ tbe papers of the said
semester, shall move on to the next even semester irrespective of his/her result in the said

examinations.

b) A student who has obtained 40% on the aggregate taking together all the papers in theory

examination (including internalsaessment) and practical examination conducted in Ist

and lind semester shall be promoted to the second academic year/llird semester.

c) A student who has obtained 40% on the aggregate taking together all the papers in theory

examination (including internalsaessment) and practical examinations conducted in

llird and IVth semester shall be promoted to the third academic year/ Vth semester.

10



d)

)
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Students who do not fulfill the promotion criteria mentioned above shall be declared fail
in the promotion examination tfie academic year concerned. However, they shall have
the option to retain the marks in the papers in which they want to retain.

If a student has secured an aggregate of minimum 40% marks taking together all the
papers in theory examinatidincluding inernal assessmerand practical examation

till the end of the third year, i.e., upto the end of the VIth semester, then she/he shall be
awarded the degree in which the student has been admitted.

A student who wants to #@ppear for improvement in marks a paper prescribed for
semester I/ll/V may do so only in the semester examinations to be held in
November/December. A student who wants teappear for improvement in a paper
prescribed in semester II/IV/VI may do so only in the examinations to kb ihel
May/June.

10.2 Semesteto SemestelProgression

a)

b)

d)

e)

A student may r@ppear in any theory paper prescribed for a semester, on foregoing in
writing her/his previous performance in the paper/s concerned. This can be done in the
odd/even semester examinationly (for example , a student reappearing in paper
prescribed for semester | examination may do so along with subsequent semester llird
examination and not along with papers for semester Vth).

A candidate who has cleared examinations of third academic (y#a and VIth
semesters) may {&opear in any paper of V or VI semester only once, at the odd/even
examinations on foregoing in writing her/his previous performance in the paper/s
concerned, within the prescribed span period. (Note: The candidate ochtégory will

not be allowed to join any pegtaduate courses).

In the case of rappearance in paper, the result will be prepared on the basis of
candidate’s current performance in the examinations.

In the case of a candidate, who opts teappear in ay paper/s under the aforesaid
provisions, on surrendering her/his earlier performance but fails to reappear in the paper/s
concerned, the marks previously secured by the candidate in the paper/s in which she/he
has failed to reappear shall be taken inb@count while determining her/his result of the
examination held currently.

Re-appearance in practical/internal assessment shall not be allowed.

11
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f) Duration of end semester theory examinations of Core and Elective subjects shall be
three hours.

g) The entire evimation process for AECC and Skill Enhancement Courses (SEC) shall be
undertaken by each college where the AECC and SEC are being taught and the teacher
responsible for the conduct of learning of the AECC and SEC shall be responsible for the

evaluation.

10.3 SpanPeriod
No student shall be admitted as a candidate for the examination for any of the Parts/Semesters
after the lapse of five years from the date of admission to thel/Bamested of the B.A.

(Programme).
10.4 Grade Points

A student who becomedigible for the degree shall be categorized on the basis of the combined
result of semester | to semester VI examinations under CBCS opant@rading system with

the letter gades Grade point table as peniversityexamination rule.

10.5 CGPA Calculation

As per university gamination rule.

10.6 SGPA Calculation

As per university gamination rule.

10.7 Grand SGPA Calculation

As per university gamination rule.

10.8 Conversion of Grand CGPA into Marks

As notified by competent authority tfi@mula for conversion of Grand CGPA into marks is:

Final %age of marks = CGPA based on all four semesters x 9.5

10.9 Division of Degree into Classes

As per university gamination rule.

10.10 Attendance Requirement

As per university gamination rule.

12
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10.11 Guidelines for the Award of Internal Assessment Marks B.A.

(Programme) (Semester Wise)
Mention the components of Internal Assessment and the scheme for awarding marks for
students’ attendance.

13
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11. Coursewise Content Details for BA. (Programme)

B.A. (Programme)
Semester |
Core 1: Basic Statistics & Probability

Credits: 6 Marks: 150
Course Objectives:
The learning objectives include:

x To motivate students towards intrinsic interest in statistical thinking.

x Toanalyze and interpret data.

Course Learning Outcomes:
After completing this course, students should have developed a clear understanding of:
X Basic concepts of Statistics.
x  Distinguish between different types of data.
x  Graphical methods of displaying data.
X Measures of Locations.
x Concept of BiVariate Data.
X Method of Least Squase

X Introduction to the basics of Probability

Unit I: Concepts of a statistical population and sample from a population, quantitative and

gualitative data, nominal, ordinal atiche-series data, discrete and continuous data. Presentation

of data by tables and by diagranisgquency distributions for discrete and continuous data,

graphical representation of a fregpcy distribution by histogranand frequency polygon,

cumulativefrequency distributions (inclusive and exclusive methods).

Unit Il: Measures of location (or central tendeney)d dispersion, moments, measures of

skewness and kurtosis, cumulants:vBriate data: Scatter diagram, principle of lestpiars

and fitting d polynomials and exponential curves.

Unit 1l : Correlationand regression. Karl Pearson coefficient of correlatioresof regression,

Spearman'sankcorrelationcoefficient,multiple and partial correlatior($or 3 variatesonly).

14
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Unit IV: Random experiment,sample point and sample space, evegiebra of events,
Definition of Probability-classical, relative frequency and axiomatic approaches to probability,
merits and demerits of these approaclesly general ideas to be givenjheorens on
probability, conditional probaility, independent events. Bayeheorem and its applications.

Suggested Readings:

1. Codran, W.G. and Cox, G.M. (1958 xperimental DesignAsia Publishing House.

2. Das M.N. and Giri, N.C. (1986)Design and Analysis @&xperimentsWiley Eastern

3. Goon, A.M., Gupa, M.K. and Dasgupta, B. (200Fundamentals of Statisti¢8™" ed.
Vol. I1). World Press, Kolkata.

4. Kempthorne, O. (1965Yhe Design and Analysis of Experimeditshn Wiley.
Montgomery, D. C. (2008 Pesignand Analysis of Experimentdohn Wiley.

Practical/Lab Work
List of Practicals
1. Problems based on graphical representation of data: Histograms (equal class intervals and

unequal class intervals), Frequency polygon, Ogive curve.

2. Problems based on measurescentral tendency using raw data, grouped data and for

change of origin and scale.

3. Problems based on measures of dispersion using raw data, grouped datacaadder

of origin and scale.
4. Problems based on combined mean and variance and coefficiemtadion

5. Problems based on Moments using raw data, grouped data astfthige of origin and

scale.
6. Relationships between moments about origin and central maments
7. Problems based on Skewness and kurtosis
8. Karl Pearson correlation coefficient (with/withiazthange of scale and origin).
9. Lines of regression, angle between lines and estimated values of variables
10.Lines of regression and regression coefficients
11.Spearman rank correlation with /without ties

12.Fitting of polynomialsand exponential curves.

15
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Week-wise Teaching Plan:

Week 1 Provide a foundation and motivation for exposure to statistical ideas
subsequent to the course.

Week 2 Distinguish between a population and a samidlentify the types of data
(qualitative, quantitative,nominal, ordingl time-series, discrete, and
continuous)Presentation of data by tabl€sactical Work .

Week 34 Apply graphical methods of displayinglata, histograms, frequency
polygons, Rreto charts, ogives, pie charts, and -aogwhisker plots.
Read and analyz®ractical Work .

Week 5 Construct frequency distributions, Read arghalyze frequency
distributions.Practical Work.

Week 6 Calculate the measures of central tendency. For a sample or population of
data for grouped data, for weighted data for probability distributions.

Week 7 Calculate the measures of variation for a sample of data for a population of
data for grouped datar probability distributions. Calculate the measures
of position. Calculate percentilgSalculate quartiles.

Week 8 Bi-variate data: Scatter diagram, principle of lesgiars and fitting of
polynomials and exponential curvésactical Work.

Week 9 Correlation and Karl Pearson coefficient of correlatiSpearmas' rank
correlation coefficientPractical Work .

Week 10 Theory of Regression, Lines of Regression, Multiple and Partial
Correlations (for Jariatesonly). Practical Work .

Week 11 Conceptof Random experiment, sample point and sample space, event,
algebra of event€;alculate combinations and permutations.

Practical Work.

Week 12 Definition of Probability -classical, relative frequency and axiomatic
approaches to probability, Merits adémerits of these approach@sly
general ideas to be givenlpractical Work .

Week 13 Apply the rules of probability (addition, multiplicatiompply the terms of
probability (mutually exclusive, independent, and dejeat), Theorems
on probability.Practical Work.

Week 1415 Conditional probability, & Bayg theorem and its applications. Revision
Practical Work.

Facilitating the achievement of Course Learning Outcomes:
Unit | Course Learning Teaching and Learning Assessmentasks
No. | Outcomes Activity
I Statistical population Class room lectures andParticipation in class
and sample from adiscussions. discussion.
population
I Identify the types of Class room lectures andParticipation in class
data discussions. discussion.

16
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Graphicalmethods of
datg

displaying
frequency
Distributions

(i) Class room lectures an
discussions.

(i) Practical work based o
the graphical method

(iii) Practical work based
onthe frequency
distributions

d(i) Participation in class
discussion.
n(ii) Problems based on
5 grgphical methods.
(iii) Problems based on
frequency distributions

A* Understanding of Class Test/ Extent of clarity
fundamentals of Assignment work in theoreticakoncepts
Basic statistics

I Measure of Central(i) Classroom lectures and (i) Participation in class
Tendency Measure  discussions. discussion.
of Variation (i) Practical work (i) Numerical lllustréions

1] Bi-vanate Data, based on different topics.
Correlation,
Regression

\Y Theory of
Probability

B* Understading of Class Test/ Extent of clarity
concepts of Assignment work in theoretical concepts.
Probability

C Application of Basic| Presentation. Ability to apply concepts of
Statistics & Basic Statistics &
Probability Probability

* As per requirements dhternal Assessment for B.A. i¢gramme).

Keywords: Statistical population and sampMgeasures of location and dispersidrypes of
data; Correlation; RegressioiRandom experiment; Sample space; EvelRtspability Bayes’

theorem.

17
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B.A. (Programme)
Semester |
Core 2: Statistical Methodology

Credits: 6 Marks: 150
Course Objectives:
The learning objectives include:

x To knowthe difference between discrete and continuous random variables.

x To develop the thinking of studeng® that they can use the concepts of statistical

probability distribution in real life.

Course Learning Outcomes:

After completing this course, studest®ould have developed a clear understanding of:
x Concept of random variables.
X Basic concepts of disete & continuous distribution.
x Distinguish between WLN & SLLN and their application.
x Central limit theorem (CLT) for i.i.d. variates, and its appli cations.
x Distinguish betweeMoments generatinfyinction & Cumulant generating function
x Concept of WLLN & SLLN and their application.
X Introduction toChebychev's inequality.

Unit |I: Random variables: Discrete and continuous random varialbids,pdf and cdf,
illustratons of random variables and theiroperties, expectation of random variable and its
properties. Moments and cumulants; mobhgenerating function, cumulagenerating function

and characteristic function.

Unit Il : Bivariate probabilitydistributions, marginal and conditional distributions; independence
of variates (only general idea to be given). Transformation in univariate and bivariate

distributions.

Unit Il : Point (or degenerate), Binomial, Poisson, Geometric, Negative Binomial,

Hypergeometric, Normal, Uniform, Exponential, Beta and Gamma distributions.

Unit IV: Markov inequality, Chebychev's inequality, WLLN and SLLN: Statements and

applications, Central limit theorem (CLT) for i.i.d. variates, and its applications.

18
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Suggested Readtigs:

1. Goon, A. M., Gupta, M. K. and Dasgipta, B. (2008). An Qutline of Statitical Theory (4™"
ed.,Vol. l). World Press Kolkata.

2. Gupta, S. C. and Kapoor, V. K. (2007). Fundanentals of Mathematical Statitics (11"
ed.). Sultan Chand and Sons.

3. Hogg, R. V., Craig, A. T. and Mckean, J. W. (20056). Introduction to Mathematical
Statigtics (6" ed.). Peason Education.

4. Mood, A. M., Graybill, F. A. and Boes, D. C. (2007). Introduction to theTheory of
Statigtics (3" ed.). TataMcGraw Hill Publication.

5. Rohtagi, V. K. and Saeh, A. K. Md. E. (200). An Introduction to Probability and
Statigics (2" ed.).John Wiley and Sons.

6. RossS. A. (2007). Introduction to Probability Models (9™ ed.). Academic Press

Practical/Lab Work

List of Practicals

1.
2.

Fitting of binomial distributions for n and p = q = % and for n and p given.
Fitting of binomial distributions computing mean and variance.
JLWWLQJ RI 3BRLVVRQ GLVWULEXWLRQV IRU JLYH Q DQG

3
4. Fitting of negative binomial.

5. Fitting of Suitableistribution.
6.
7
8
9

Application Problems based on Binomial distribution.

. Application problems based on Poisson distribution.

. Application problems based on negative binomial distribution.

Problems based on Area property of normal distribution.

10. To find the ordnate for a given area for normal distribution.

11. Application based problems based on normal distribution.

12.Fitting of normal distribution when parameters are given/not given.
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Week-wise Teaching Plan:

Revision Practical Work .

Facilitating the achievement of Course Learningutcomes:

ems.

ns;

ion,

Week 1 Provide a foundation and motivation for exposure to statistical ideas
subsequent to the coursedscrete and continuous randmariables with
examples.

Week 23 lllustrations of random variables and its propertiesif, ppdf and df,
expectation of random variable and its properties with numerical prob|
Practical Work .

Week 4 Moments and cumulantssmomen generating function, cumulant
generating function and characteristic function with properties.

Practical Work .

Week 5-6 Bivariate probability distributions, marginal and conditional distributig
independence of variateBractical Work .

Week 7 Transformation in univariate and bivariate distributions.

Week 89 Point (or degenerate), Binomial distribution, Poisson distribu
Geometric distribution, with propertieBractical Work .

Week 10 Negative Binomial distribution and Hypergeometmstribution with
propertiesPractical Work.

Week 1112 | Normal distribution, Uniform distribution and Exponential distribution
Practical Work .

Week 13 Beta distribution and Gamma distributions with properties
Practical Work .

Week 14 Markov inequality, Chebychev's inequality, WLLN and SLLN: Statements
and applicationsPractical Work .

Week 15 Central limit theorem (CLT) for i.i.d. variates, and its applicatid

ns.

Unit | Course Learning Teaching and Learning Assessment Tasks
No. | Outcomes Activity
I Discrete & continuous Class room lectures withParticipation in class

random variables.
Illustrations of random
variables and its propertie

examples and discussions.| discussion.

2

| Pmf., pd and df,

(i) Class roomiectureswith

expectation of random numerical problems discussion.
variable and its properties| (ii) Showingpractical (i) Problems based on
relevance of the study, the topic

using illustrations.

() Participation in class

I Moment generating (1 Class room lectures| (i) Participation in class
function, Cumulant and discussions. discussion.
generating functionand | (i) Solving Numerical| (ii) Practicals based gn

Characteristic function
with properties

problens based on Topic | study.
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A* | Basic concept of randomClass Test/ AssignmentExtent of clarity in
variables work theoretical concepts

Il | Marginal and Conditional
distributions; independence(i) Learning through group | (i) Participation in class
of variates Transformation discussion discussion.
in univariate and bivariate
distributions (i) Solving the problems &| (ii) Numerical

Il | Discrete & continuous practical questions on Ilustrations based
probability distribution the topics and on the topics.

IV | Markov inequality, discussion
Chebychev's inequality, (iif) Showing practical
WLLN and SLLN: with| (iii) Practical work relevance of the
application, Central limi study, using
theorem (CLT) and it$ illustrations.
applications.

B* | Discrete & continuous Class Test/ Extent of clarity in
probability distribution Assignment work theoretical concepts.

C* | Chebychev's inequality,Presentation. Understanding o]
WLLN and SLLN, Centra situations in  which

limit theorem

various inequalities ar

applicable.

*As per requirements dhternal Assessment for B.A. (ggranme).

(4%

Keywords: Random variablesPmf.; pdf ; cdf; Moment generating function; Cumulant

generating function; Discrete & continuous probability distribution; Markov inequality;

ChebychevV's inequality; Laws of large Numbers; Central limit theorem (CLT)
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B.A. (Programme)
Semester I
Core-3: Theory of Satistical Inference
Credits: 6 Marks: 150
Course Objectives:

The learning objectives include:

x The basic idea about the sampling distributions and testinfgypothesis based on
them.

x Estimating and drawing inference about the unknown population parameters and
validating it using hypothesis testing.

Course Learning Outcomes:

After completing this course, students should have developed a clear underst&nding

1. The sampling distributions and their applications in testing of hypothesis.

2. Desirable properties of point estimators based on which estimators can be compared.
x Unbiasedness
x Consistency
x Efficiency
x Sufficiency

3. Different methods of finding point estimators
X Maximum Likelihood Estimation
X Method of Least Squase

4. Methods to develop/find best point estimatorsdzhon the desirable propertigssing
Cramer Rao inequality, Rad®lackwell theorem, and Lehman8cleffe Theorem)

5. General methods of constructing interval estimators (Confidence Intervals) for unknown
population parameters.

6. Developing/ constructing best/most powerful statistical tests to test hypotheses
regarding unknown population paramrst usig Neyman Pearson Lemma

7. Practical applications of estimation theory and hypothesis testinginpegtao all
discussed methods.

Unit |: Definitions of random sample, parameter and statistic, null and alternative
hypothesessimple and composite hypotheses, level of significance and probabilities of Type

I and Type Il errors, @ver of a test and critical region. Sampling distribution of a statistic,
sampling distribution of sample mean, standard error of sample mean.

Unit 1l : Large sample tests faingle mean, difference of mearsdandard deviation and

difference of standard deviations. Sampling distributions etghare, t and F: definitions,
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properties and relationships between them. Tests of Significance based -squé@ia
(goodness of fit ah independence of attributes), t distribution anddtribution using

classical and value approach.

Unit Il : Estimation: Parametric space sample space point estimation, requirement of a
good estimator, consisgency, unbiasedness efficiency, sufficiency, Minimum variance
unbiased egimators. Cramer-Rap inequality: statement and applicationVethods of
estimation: maximum likelihood, least squares and minimum variance, statement of Rao-
Bladkwell theorem and Lehmann-Scheffe theorem. Properties of maximum likelihood
estimators (ill ustration).

Unit IV Interval Estimation: Confidence intervals for the parameters of normal distribution,
confidence intervals for difference of mean and for ratio of variances. Neyman-Peason

lemma andMP test: statement and applications

Suggested Readings:

1. Casdlla, G.and Berger, R.L. (20(2). Statistical Inference (2" ed.). Thomson Duxbury.

2. Dudewicz, E.J. and Mishra, S.N. (1983). Modern Mathematical Statstics, John Wiley
and Sons.

3. Goon, A.M., Gupta, M.K. and Dasgupta, B. (2003). An Outline of Stattical Theory
(4'ed., Vol. ). World Press Kolkata.

4. Gupta, S.C. and Kapoor, V.K. (2007). Fundanentals ofMathematical Statitics (11"
ed.). Sultan Chand and Sons.

5. Hogg, R.V., Craig, A.T. and Mckean, JW. (2005). Introdwction to Mathematical
Statigtics (6" ed). Peason Education.

6. Rohtagi, V.K. and Saleh, A.K. Md. E. (20M). An Introduction to Probability and
Statigtics (2™ ed.).John Wiley and Sons.

Practical/Lab Work

List of Practicals

Large Sample Tests (Based mormal distribution)

Testing of goodness of fit

Testing of independence of attributes based on 2 X 2 contingency table

Testing of equality of two populations variances

a ~ w D RE

Applying the paired-test for difference of means
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. Maximum Likelihood Estimation
Confidence interval for Binomial proportion
Confidence interval for the difference of proportions

Confidence interval for difference of population means

10. Confidence interval for ratio of variances

11.Type | and Type Il errors

12.Most powerful critical rgion (NP Lemma)

Week-wise Teaching Plan:

Week 1-2

Definitions of random sample, parameter and statistic, null and alternative

hypothesessimple and composite hypotheses, level of significance an
probabilities of Type | and Type Il errorspwer of a tes and critical

)

region. Sampling distribution of a statistic, sampling distribution of sample

mean, standard error of sample mean.

Week 35

Large sample tests for single mean, difference of metanrsdard deviation

and difference of standard deviatioBsmpling distributions of ckaquare,
t and F: definitions, properties and relationships between timatuding
Practical Work .

Week 67

Tests of Significance based on Glguare (goodness of fit arf
independence of attributes), t distribution and distribution using
classical and yvalue approacHncluding Practical Work .

nd

Week 89

Estimation: Parametric space sample space point estimation, requirement
of a good egtimator, consistency, unbiasedness efficiency, sufficiency,
Minimum variance unbased estimators.

Week 1011

Cramer-Rao inequality: statement and applicatiollethods of estimation:
maximum likelihood, least squares and minimum variance, statement of
Rao-Bladkwell theorem and Lehmann-Scheffe theorem. Properties of
maximum likelihood estimators (ill ustration). Including Practical Work.

Week 1213

Interval Estimation: Confidence intervals for the parameters of normal
distribution, confidence intervals for difference of mean and for raio of
variances. Including Practical Work.

Week 14

Neyman-Peason lemma and MP test: statement and applications
Including Practical Work.

Facilitating the Achievement of Course learning Outcomes:

Unit | Course Learning Teaching and Learning | Assessment Tasks
No. | Outcomes Activity
I Definitions of random Class room lectures andi) Participation in class
sample, parameter andliscussions. discussion.
statistic, Null  and (i) To frame theNull and

alternative hypothese
simple and composite
hypotheses, level of their properties).

alternative hypothesdsom

12

real life situations (based gn
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significance and
probabilities of Type |
and Type Il errors

power of a tet and
critical region.

Sampling distribution
of a statistic, samplin
distribution of sample
mean, standard error
sample mean.

Large sample tests fq
single mean, differenc
of means standard
deviation and differenc
of standard deviations.

Sampling distributions
of chisquare, t and F|

definitions, properties
and relationships
between them.

(i) Class room lectures
g and discussions.

> (i) Practicalapplications
of  based on sampling
distributions

DI

e

4]

O—

() Participation in class
discussion.

(i) Ability to apply
concepts in practical
examples.

Class test/assignment
first two units

Estimation: Parametric
space sample space
point estimation,
requirement of a good
estimator, consistency,
unbiasedness
efficiency, sufficiency,
Minimum variance
unbiased estimators.
Cramer-Rao inequality:
statement
application,
Methods of estimation:
maximum  likelihood,
lesst sgquares and
minimum variance,
statement of Reo-
Bladkwell theorem and
Lehmann-Scheffe
theorem. Properties of
maximum likelihood

and

(i) Class room lectures
and discussions.
(i) Practical work

estimators.

() Participation in class

discussion.

(i) Ability to apply
concepts in practical
examples.

(i) Maximum likelihood,
least squares estimators
from data.
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\Y Interval (i) Class room lectures | (i) Participation in class
Estimation: Confidence and discussions. discussion.
intervals for the (i) Practical work (i) Ability to apply
parameters concepts in practical
of normal distribution, examples.
Confidence intervals for
difference of mean and
for raio of variances.

Neyman-Peason
lemma andMP test:
statement
andapplication.
" -1v Class test/
Assignment on last twp
units

Keywords: Test of significancelNull and alternative hypotheses; Level of significance; and
Types of error; Critical region; Sampling distributid?gint and intervakstimation; Cramer-

Reo inequality; Rao-Blackwell theorem; Lehmann-Scheffe theorem; Maximum likelihood
estimators; Neyman-Peason lemma; MP test.
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B.A. (Programme)
Semester V
Core 4: Survey Samplingand Design of Experiments

Credits: 6 Marks: 150
Course Objectives

X To learn about sample surveys, its needabjdctives.

x To learn to draw appropriate sample and interpret the result.

X To learn to design and conduct experiments.

X To analyze and interpret the data.

x To know about official statistical system in India and functions of different agencies.
Course Learning Outcomes
After completing this course, studsritave a clear understanding of

X The basic concept of sample survey and its need.

x Simple random sampling.

x Stratified random sampling.

X Systematic sampling.

x Oneway and tweway analysis of variance.

X Basicconcepts of design of experiments.

x Completely randomized design.

x Randomized design.

X Latin square design.

X Missing plot techniques.

x Factorial experiments.

x Present official statistical system in India.

X Functions of C.S.0. and N.S.S.0O.

Unit |I: Indian Official Statistics: Present Official Statistical System in India relating to
census of population, agriculture, industrial production, and prices; methods of colledion of
official statistics, major publications, their reliability and limitations. Agencies responsible
for the data collection- C.S.0., N.S.S.O., Office of Registrar General: historical development,

main functions and important pubicaions. Sample Surveys: Basic concepts of sample
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survey: concept of sampling, need for sampling, complete enumeration v/s. sampling,
principles of sampling theory, principal steps in a sample surveys, planning and organization
of a sample survey, sampling and fgampling errorsSimple random samplindSRSWR

and SRSWOR: definition and procedures of selecting a sample, properties of simple random

sample, esthation of mean and sampling variance of sample mean.

Unit Il : Stratified random sampling: introduction, estimation of population mean and its
variance, choice of sample sizes in different strata, comparison of stratified sampling under
proportional and Neyman allocation wBRSWORIn terms of precision.

Systematicsampling: introduction to linear systematic sampling, estimation of sample mean
and its variance (N=nk), comparison of systematic samplingS®RBWORin terms of mean

squares.

Unit Ill : Analysis of variance: one-way and two-way classified data with oneobservation per
cell only. Design of experiments: Principles of Design of experiments, uniformity trails,

completely randomized, Randomized block and Latin square designs.

Unit IV: Missing plot technique: Analysis under a single missing observatiglissing plot

technique for RBD and LSD.Factorial experiments:22and 2 Fadorial experiments:

construction and analysis.
Suggested Readings:

1. Goon, A.M., Gupta, M .K. and Dasgupta, B. (2005). Fundanentals of Stastics (8™
ed., Vol. Il). World Press Kolkata.

2. Goon, A.M., Gupta, M.K. and Dasgupta, B. (2005). An Outline of Statistical Theory
(3@ ed.,Vol. Il). World Press Kolkata.

3. Gupta, S.C. and Kapoor, V.K. (2008) Fundanentals of Applied Statitics (4" ed.).

Sultan Chand and Sons.

4. Montgomery, D.C. (2001). Designs and Analyss of Experiments. John Wiley and
Sons, New York.

5. Mukhopadhyay, P. (1998). Theory andMethods of Swey Samplirg. Prentice Hall of
India.

6. Sukhatme, P.V., Sukhatme, B.V., Sukhatme, S. and Ashok, C. (198). Sampling
Theory of Suveys with Applications Lowa State Uriversity Press Lowa, USA.
7. Guide to current Indian Official Statistic€entral Statistical Office, GOI, New Delhi.
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8. www.mospi.gov.in/.

Practical/Lab Work

List of Practicals

1.
2.

7.
8.
9.

To select a SRS with and without replacement

For a population of size 5, estimate population mean, population mean square and
population variance. Enumerate all possible samples of size 2 by wr and wor and
establish all properties relative to SRS

For SRSWOR estimate mean, standard error, the sarsipée

Stratified Sampling: allocation of sample to strata by proportional and Neyman’'s
methodsCompare the efficiencies of above two methods relative ta SRS

Estimation of gain in precision in stratified sampling

Comparison of systematic sampling withasified sampling ath SRS in the presence

of a linear trend

Analysis of aone way/ two way ANOVA

Analysis of a CRD, RBD.

Analysis of a LSD.

10. Analysis of an RBD with one missing observation

11. Analysis of an LSD with one missing observation
12. Analysis of Z and2 factorial in CRD and RBD

Week-wise teaching plan

Week 1 Indian Official Statistics: Present Official Statistical System in India

relating to census of population, agriculture, industrial production, and
prices, methodsof colledion of official Satistics, major publications, their
reliability and limitations. Agencies responsible for the data collection-
C.S.0., N.SS.0O., Office of Registrar General: historical development,
main functionsand important publications. Presentations.

Week 23 Sample Surveys: Basic concepts of sample survey: concept of sampling,

need for sampling, complete enumeration v/s. sampling, principles of
sampling theory, principal steps in a sample surveyanning and
organization of a sample survesgmpling and nosampling errors.

Week 34 Simple random samplingSRSWR and SRSWOR: definiton and

procedures of selecting sample, properties of simple random sample,
estimation of mean and sampling vadanof sample mearPractical
Work .

Week 56 Stratified random sampling: introduction, estimation of population r%jan

and its variance, choice of sample sizes in different strata, comparison of
ith

stratified sampling under proportional and Neyman allocation
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SRSWORIn terms of precisiorPractical Work.

Week 67

Systematic sampling: introduction to linear systematic samp
estimation of sample mean and its variance (N=nk), comparisa
systematic sampling witBRSWORIin terms of mean squareBractical
Work.

ling,
n of

Week 89

Analysis of variance: one-way and two-way classified data with one
observation per cell only. Practical Work.

Week 310

Design of experiments: Principles of Design ofexperiments, uniformity
trails,

Week 1112

Completely Randomized Design (CRD), Randomized Block Desig
(RBD) and Latin Square Design (LSD): Introduction, Structure, Mo
and Parameters, ANOVA, Advantages and Disadvantages, Risesical
Work.

del

Week 13

Relative efficiencies of RBD compared to CRD, LSD compared to C
LSD compared to RBD taking rows and columns as bloBkactical
Work.

RD,

Week 14

Missing plot tedhnique. Analysis under a single missing observati
Missing plot technique (for RBD and LSD), Variance of the differe
between two estimated treatment effects out of which one has 1 m
observation for both RBD and LSPractical Work.

on:
nce
issing

Week 15

22 and 23 Fadorial experiments: Introduction, Terminology, Main effect
and interactions, Notation, Standard order for treatment combina

S
tions,

ANOVA, Yate’s Algorithm.Practical Work.

Facilitating the achievement of Course Learning Outcomes

Unit
No.

CourselLearning Teaching and Assessment Tasks

Outcomes Learning Activity

I Indian Official Statistics | Class room lecturegi) Participation in clas

JJ

and discussian discussion
(i) Presentations

I Basic concepts of SampleClass room lecturesParticipation in  class

1°4

Surveys and discussian discussion
Il Simple random sampling,(i) Class room lectures(i) Participation in class
Stratified random and discussian discussion
sampling, systematic (i) Practical work (i) Distinguishing between
sampling based on these different  types  of
sampling sampling and theif
applications
(iii) Class test/
assignment
1] Analysis of Variance: oneg (i) Class room lectures (i) Participation in class
way and tweway and discussian discussion
classified data with (i) Practical work (i) Understanding the
one observation per cell based on ANOVA. layout, formulation of

hypothesis, model,
appropriateanalysis,
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interpretation of result
and conclusior.
1] Design of experiments: (i) Class room lectures(i) Participation in class

CRD, RBD and LSD and discussian discussion
(if) Practical work (i) Understanding the
based on these layout, formulation of
Designs. hypothesis, model,

appropriate analysis,
interpretation of result
and conclusions.
(i) Class test/ assignment

\Y Factorial designs with two (i) Class room lecture (i) Participation in class

or three levels and discussion discussion
(if) Practical work (i) Understanding the
based on these layout, identiication
Designs. of design, appropriate
analysis interpretation
of resuls

andconclusions
(i) Class testassignment
(iv) Project work and

presentations

Keywords: Indian official statistics; Sample Surveys; Simple random sampling; Stratified
random sampling; Systematic sampling; Analysis of variance; Design of experiments; CRD,

RBD; LSD; Factorial designs.
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Semester Il

SEC-I: Data Analysis using spread sheet

Credits: 4 Marks: 100
Course Objectives:
The learning objectives include:

x To insert and conduct calculations.

x To analyze and interpret data.

Course Learning Outcomes:
After completing this course, students should have developed a clear understanding of:
x The fundamental concepts of Microsoft Excel.

X Introduction to statistical computing, analysis and graphical interpretation.

x

Graphicalrepresentation of data by histograms, frequency polygon.
x Pie chart, Ogive, Boxplot and stdeaf.

X Measures of central tendency

X Measures of Dispersion.

x Fitting of polynomials, exponential curves.
x Platting of probability distributions.

x Correlation and Rgession.

x Testing of hypothesis.

Unit |: Graphical Representatiofi®le, historicalperspective, terminology, types of class
intervatinclusive,exclusive, Formula toagerate class interval types of graphslistogram,
frequency curve, frequency polygopie chart,Ogive-more than andeks thanBox plot,

stemleaf.

Unit Il : Measures of €ntral tendencArithmetic MeanHarmonic Mean, Geometric Mean,
Median and Mode explanation with example, Measures of DispelRange, Semi Inter

quatile Range, Standareviation,Mean Deviation and explanation with example.

Unit 1l : Curve Fitting- Principle of least squaseMethod, fitting of various curves like

Straight line, Second degree Polynomidf, degree Polynomial and exponential curves,
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Plotting of various probability distribution like BinomiaPoisson, Normal Distribution with

suitable example.

Unit IV: Introduction to Correlation Analysis, role, uses, its properties and formula,
Introduction to Rgression Analysis, role, usgstoperties of i coefficient andormula to

cdculate regression coefficierRegression Line, explain with example.

Suggested Readings:

1. Artymiak, J. (2011) Beginning OpenOffice Calc: From Setting Up Simple

Sprealsheets to Business ForecastiAgress Publisher.

2. Billo, E. J. (2007) Excel for Scientists and Engine@tsmerical MethodsJohn
Wiley & Sons.
Carlberg C. (2011). Statistical AnalysisPearsons Educatidnc.
Held, B. (2007) Microsdft Excel Functions and Formulag/ordware Publishing, Inc.
Kanji, G.K. (2006) 100 Statistical Test8" ed.). Sage Publication.
Remenyi,D., Onofrei, G. and English J.(2011) An Introduction toStatistics using

o g bk~ w

Microsoft Excel Academic Publishing Limited.

Practical/Lab Work

List of Practicals

Make thecontinuous frequency table for the given set of obsenation

Draw the Histogram, Frequency curve and Frequency polygon for given Data.
Draw the Pie chaind Ogive curvefor given Data.

Analysis the data and draw tBex plot, sterrleaf.

a r w DN e

Find Arithmetic Mean, Harmonic Meaand Geometridleanfor grouped and
ungrouped data

Find Median and Modér grouped and ungrouped data.

Find the measures @fispersion

Fit the straight lineexponential and second degree curve to given data.

© © N 9

Fit the Binomial Distrilution for the given data.
10.Fit the Poisson Distribution when paramesagiven or not given.
11.Fit the Normal distribution for the given data, also find expected frequency

12.Find the Correlation coefficient for the given data.
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13.Find the regression coefficiefiom the given data.

14.Fit the regression line x onfgr the given data.

15.Fit the regressiofine y on x for the given data.

Week-wise Teaching Plan:

pie

Week 1 Graphical Representatiofi®le, historicalperspective, terminology, types
of class interveinclusive exclusive,Formula to ererate class interves.

Week 23 Types of graphs$listogram, frequency curve, frequency polygon,
chart, OgiveMore than and Less thamox plot, sterdeaf. Practical
Work.

Week 4 Measures of €ntral tendencyArithmetic Mean, Harmonic Mean
Geometric MeanPractical Work .

Week 5 Measures of Median and Mode for grouped and ungrouped
explanation with examplé&ractical Work .

Week 67: Measures oDispersionRange, Semi Intequartile Range, Standard
Deviation,Mean Deviation and explanation with exan.

Week 89 Curve Fitting- Principle of least squaséviethod, fitting of various curves
like Straight line, Second degree Polynomidl, degree Polynomial and
exponential curvedractical Work .

Week 1611 | Ploting of various probability distribution like Binomial Distribution and,
Poisson Distribution®Practical Work .

Week 12 Ploting of Normal probability distribution and finexpected frequencies
problems relatetb area propertieRractical Work.

Week 13 Introduction to Correlation Analysis, role, usés,properties and formulg
Example based on correlation anal.

Week 14 Introduction to Regression Analysisle, usesproperties of its coefficient
andformula to calculate regression coefficit

Week 15 Fitting of Regression LindPractical Work .

Facilitating the achievement of Course Learning Outcomes:

data

Unit No. | Course Learning Outcomes| Teaching and Assessment Tasks
Learning Activity
I The fundamental concepts ofClass room lecturesParticipation in class
data analysis by spread sh | and discussion discussior
I Types of class interval Classroom lectureg Participation in class
inclusive exclusive, Formulaand discussions. discussion.
to gererate of class interval
I Types of graphs$listogram,| (i) Class room (i) Participation in class
frequency curve, frequengy lectures discussion.
polygon. and discussionsg| (ii) Identification of
I Pie chart, Ogive-More than appropriate graphical
and Less the (i) Practical work representation,
I Box-plot and sterieaf based on the analyss and
graph and interpretation of
analysis. resultsand conclusion,
A* Understanding o| Class Tes Extent of clarit
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fundamentals and spreadssignment work | in theoretical concepts
sheet.

Il Measures of Dispersion andi) Class room (i) Participation in class
Measures of Central lectures and discussion.
tendency discussions. (ii) Identification of

1] Curve Fitting andplotting of apprgriate graphical
probability distribution (i) Practical work representation, analysis

v Introduction to Correlation based on the and interpretation  of
analysis graph and results and conclusion

analysis

B* Introduction to RegressionClass Test/ Extent of clarity in
analysis. Assignment wor theoretical concepl

C Application of Spread sheetProject Work and Ability to apply concepts
(optional) its presentation. of statistics andnalyzing

problems.

* As per requirements of Internal Assenent for B.A. (Fogranme)
Keywords: Data analysis; Spread shedfjass interval; Histogram; Frequency curve;
Frequency polygon; Pie chart; Ogive; Bpbot and stereaf; Measures ofentral tendency

anddispersion Curve Fitting; Correlation; Regression.
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Semester IV
SEC-2: Statistical Computations using Software (SPSS/R)
Credits: 4 Marks: 100

Course Objectives:
This course will review topics in probability and statistics studied in core for data analysis.
Introduction to SPSS for statistical computing, analgsi$ graphical interpretation would be
done using software skills. The following problems can be done on any one of the statistical
software to enhance data analysis skills using software.

(i)  Fitting of Binomial, Poison, Negative Binomial, Normal Distributions.

(i)  Applications of Chi-square, tand F Distributions.

(iif) Calculation of correlation coefficient, Rank Correlation, etc.

(iv) Fitting of polynomials and regression curves.

(v) Methodsof estimation (ML E and method of Moments).

(vi) Seleaing asimple random sample using random number tables.
Suggested Readings:
1. Cunningham, B.J. (2012)ising SPSS: An Interactive Hands approach

Week-wise Teaching Plan:

Week 1 Introduction to SPSSHow to enter variable names and data. Generate ajtable
of statistics and graph summarizing those statistics. Navigate the Variable
View and Data View screens. Investigations of main menu and data editor
tool bar. Save and open data and output filéBo diginguish between
variables measured at the nominal, ordinal and scale levels of measurgments.
To enter variables and their attribt.

Week z Use of count, compute, compute with if and select if rank fe.

Week 23 Concept of recode and visual binning, generation of frequency tables,
calculate measures of central tendency and mes of dispersio..

Week 4 To create basic graphs using Legacy Dialogs and Chart Builder methods, to
edit basic graph

Week 5 Computation and interpretatioof correlation coefficient(Pearson’'s and

Spearman’s). Test of significance foraPson’s correlation coefficierdnd
Partial correlation coefficients.

Week 6 Fitting of polynomial and exponential curves using built in fiord. Fitting
of most suitable curve.

Week 7 Fitting and plotting of regression lir

Week 8 Generation of random sample from different distribngi@nd their graphic

representatiol
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Week 9 Calculations of CDF, to show CLT for different distributioff® plot the
Normal Probability plc.
Week 10 Importing and Exporting fileddow to deal with missing observations.

Week 1112 | Basics of Statistical inference for hypothesis testing, compwEues and
confidence interval. Testing of hypothesesne sample ttest, paired sampl
t-test, Independent sampieesst.

Chi Square test for Goodness of Fit.

)

Week 1314 | Constructing bivariate taband Chi Square test of Independence of attrik

Week 15 How to select a Simple random sample from a givenu[atipn

Week 15 Code editing using syntax file

Facilitating the achievement of Course Learning Outcomes:

Unit No. Course Learning Teaching and Assessment Tasks
Outcomes Learning Activity
I Introduction to SPSS Class room lecturesParticipaton in  class

and Practicalvork | discussion and contgtion
of assignment.

I Exposure to the descriptiveClass room lecturesParticipation in  class
statistics and different typesand Practicalvork | discussion and completign

of graphs of assignment

I Generationof reports with| Class room lecturesParticipation in class
detailed descriptive and Practicalvork. | discussion and completion
statistics of assignment.

Il Understanding  of  the Formulation of null
concept of  different hypothesesanalyzeand
correlation coefficients interpret the results

I Concept of lines of

Regression
1] Sampling procedures Class room lecturesParticipation in class
I Fitting of curves and Practicals discussion and completian

1T Generation ofandom of assignment

numbers using different
probability distributions

v Understanding of Project Work and Identification of
Hypothesis Testing. its presentation. appropriate Test  of
Hypothesis, formulation
of null hypothesis. Ability|
to analyze the data,
interpret the result and
draw conclusion.

Keywords: Introduction to SPSS; Descriptive statistics; Types of graphs; Correlation
coefficients; Regression; Sampling; Curve fitting; Random numbers generation; Probability

distributions; Hypothesisé&sting.
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B.A. (Programme)
Semester V
SEC - 3: Simulation Techniques in Statistics

Credits: 4 Marks: 100
Course Objectives:
The learning objectives include:

x Concept of simulation and simulation modelling.

x Generation of Pseudo randammber generators as well as from standard statistical

distributions. MonteCarlo simulation technique.

X Application of simulation techniques.

Course Learning Outcomes:
After completing this course, students will possess skills concerning
X How simulation may be used to understand the behavior of real world systems by
utilizing mathematical models with an emphasis on simulation.
X How to generate random numbers by the different methods.
X Handson experience in using simulation software packatestured programming

languages.

Unit I: Introduction: Need for simulation, general principles, simulation models, event type

simulation.

Unit II: Random numbers generationseRdo random number generatof$ie inverse
transform method, Discrete an@ontinuous distributions, Transformation of random

variables.

Unit Ill : Applications of simulation: Monte Carlo simulation technique. Inventory problems,

Queueing systems.

Unit IV: Advantages and disadvantages of simulation, simulation of languages, &cope

simulation technique.

Suggested Readings:
1. Fishman, G.S. (1996Monte CarleConcepts, Algorithms and Applicatior&pringer.
2. Taha, HA. (2010) Operations Researchn Introduction(9" ed.). Pearson.
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3. dulian, R.(1971) Computer simulation Application®iscrete Event Simulation for
Synthesis and Analysis of Complex SystéatsWiley & Sons

4. Swarup,K., Gupta,P.K. and MohanM. (2001). Operatiors Researclo" ed). Sultan
Chand & Sons.

5. Payer,T. A. (1982) Introduction to simulationMcGraw Hill.

6. Voss, J. (2014)An introdudion to statistical computing: Aimulationbased approach

(1**ed.).Wiley series in computational statistics

Practical/Lab Work

List of Practicals

1. Pseudo random number generators; Generatiof{@f.).

2. The inverse transforrmethod applied to standard statistical distributions (discrete and
continuous).

3. Monte Carlo simulation methods.

4. Applications to Inventory Controls, Queueing systems, etc.

Week-wise Teaching Plan:

Week 1-2 Introduction to simulation, general principlesimulation models, broad
overview.

Week 34 Pseudo random number generation methBdsgtical Work
Week 57 The inverse transform method; from discrete distributi®nactical Work

Week 810 | The inverse transform method; from continuous distributidgtrsictical
Work

Week 1112 | Monte Carlo simulation techniquBractical Work
Week 13 Applications of simulationPractical Work
Week 14 Appraisal of simulation technique.

Facilitating the achievement of Course Learning Outcomes:

Unit No. | Course Learning Teaching and Assessment Tasks
Outcomes Learning Activity
I Introduction: Need for Class room lecturesParticipation in class
simulation, general anddiscussions. discussion.

principles, simulation
models, event type

simulation.
Pseudo random numbgfi) Class room () Participation in class
Il generators lectures and discussion.
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The inverse transform discussions. (i) Identification of

method; from discrete random number,

distributions. (i) Practical work Monte Carlo
based on method, simulation

The inverse transforn
method; from continuou
distributions

=)

generation of worksheet, appropriate
random numbers analysis,
interpretation

of results and
conclusion.

A* Understanding of basicClass Test/ Extent of clarity in
concept of simulation andAssignment work | theoretical concepts
generation of  random

(2]

numbers.
Applications of simulation | (i) Class room () Participation in class
lectures and discussion.

" Monte Carlo simulation  discussions. (i) Identification of
technique. Inventory random number,
problems, Queueing (i) Practical work Monte- Carlo method,
systems. based on simulation worksheet

\Y Scope, Advantages and applications of appropriate analysis,
disadvantages of simulatior].  simulation. interpretation of

results and
conclusion.

B* Understanding of simulationClass Test/ Extent of clarity in

in real life problems andAssignment work | theoretical concepts.
scope of simulation in
various fields of life.

*As per requirements of Internal AssessmientB.A. (Programme).

Keywords: Simulation principles; $mulation models; Pseudo random number generators;
inverse transform method; Continuous and discrete distributions; Monte Carlo simulation

technique.
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B.A. (Programme)
Semester VI
STAT-SEC-4: Statistical Techniques forResearch Methods
Credits: 4 Marks: 100
Course Objectives:
The learning objectives include:

x To provide scientific approaches to develop the domain of human knowledge through
the use of empirical data expressedumntitative form.

x To enable the students to understand basic concepts and aspects related to research,
various techniques to collect the datmalyzethe data and interpret the results
thereafter.

Course Learning Outcomes:

After completion of thicourse, students should have developed a clear understanding of:
x Research methodology.
x Research Problem.
x Research Designs.
x Comparative study of different methods of data collection.
x Guidelines for construction of questionnaires.
X Processing and Analysis data.

X Interpretation and Report writing.

Unit |: Introduction: Meaning, objection and motivation in research, types of research,
research approach, significance of research. Research problems: definition, selection and

necessity of research problems.

Unit Il : Survey Methodology and Data Collection, inference and error in surveys, the target
populations, sampling frames and coverage error, methods of data collectiorsponse,

guestions and answers in surveys.

Unit Ill : Processing, Data Analysis anddmntretation: Review of various techniques for data
analysis covered in core statistics papers, techniques of interpretptiecaution in

interpretation.

Unit IV : Develop a questionnaire, collect survey data pertaining to a research praldém (s
as gendediscriminations in private v/s government sector, unemployment ratesyval of
subsidy,impact on service class v/s unorganized sectors), interpeetesults and draw

inferences.
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Suggested Readings:
1. Codhran, W.G. ancCox, G.M. (1959)Experimental Desigrsia Publishing House.
2. Kothari, C.R. (2015)Research Metidology:Methods and Techniquéd™ ed. reprind).
New Age International Publishers.

3. Kumar, R (2011). Research Methodology: A Stefby - Step Guidefor Beginners
SAGE publications.

Project Work (using spread sheet and statistical packa§&sSS/R)

Week-wise Teaching Plan:

Week 1 | Research Methodology:Introduction, meaning of research, objectives of
research, types of research, research approaches, research methods versus
research methodology, research process.
Research Problem: Importance and techniques involved in defining a
research problem.
Week?2 | Research Designimportant concepts relating to research design, different
research design and basic principles of experimental design.
Week 3 | Design of Sample Surveys:Census and sample survey, implications of a
sample design, probability sampling, neprobability sampling.Practical
Work -Introduction to a software package.

Week 4 | Methods o Data Collection: Primary and Secondy data, Collection of
primarydata, difference between questionnaires and schedules. Guidelines for
constructing questionnaire and successful interviewkragctical Work .
Week 5 | Data Preparation: Processing and Analysis of DataProcessing
Operations, measures of central tendencydasersionPractical Work .
Week 6 | Sampling Fundamentals: Sampling and nosampling errors, sampling
distributions,point and interval estimatioRractical Work .
Week 7 | Sampling Fundamentals:Point and interval estimatiosample size and its
determinationPractical Work.

Week 8 | Testing of Hypothesis:Basic concepts concerning testinghgpothesisTest
statistic, critical region, critical value and decision rieject Work .
Week 9 | Testing of Hypothesis: Important Parametric TestsHypothesis testing o
Means, and ProportionBroject Work /Practical Work .
Week 10 | Testing of Hypothesis:Hypothesis testing for Difference between Means [and
ProportionsProject Work/ Practical Work .
Week11 | Testing of Hypothesis: Hypothesis testing for variance and equality| of
variancef two normal population?roject Work/ Practical Work .
Week 12 | Chi-Square Tests:Test of difference of more than two proportions, Test of
Independence of AttributeBroject Work/ Practical Work .
Week 13| Chi-Square TestsTest of Goodness of Fit.
Interpretation and Report Writing: Meaning and technique of
interpretationProject Work/ Practical Work.

Week 14 | Interpretation and Report Writing: Steps iwolved in report writing and st
significance. Layout, mechanics and precautions for writing research reports.
Submission of Project Work.

—h

42
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B.A. (Programme)

Unit No. | Course Learning Outcomes| Teaching and Assessment Tasks
Learning Activity

I Introduction to research Class room lecturesParticipation in class
methodology and technique and discussions. discussion.
of defining a research
problem.

I The basic principles of Class room lecturesParticipation in class
Experimental Designs and | and discussions. discussion.
introduction to different
research designs.

Il Concept of Sampling Desig | Class room lectures(i) Participation in

Il Methods ofData Collection | and discussions. class discussion.

Il Guidelines for constructing (i) Identification of a

Questionnaire and successful research problem.
Interviewing
Il Guidelines for constructing
Questionnaire and successful
Interviewing

A* Understanding of Class Test/ Extent of clarity in
fundamentals of research | Assignment work theoretical concepts
methodology, research
problem and research
designs

1] Understanding of Processinglass room lectures | (i) Participation in

Operations. and discussions. class
1] Descriptive and Inferential discussion.
Analysis of data. (i) Development of a

1] Sampling Distributions. Practical work using Questionnaire.
Parametric Tests of a software package. Identification of
Hypotheses. Chisquare Test appropriate Test of

Hypothesis,
formulation of null
hypothesis,
appropriate
analysis,
interpretation of
results and
conclusion.

B* Understanding of Hypothesj<lass Test/ Extent of clarity in
Testing Assignment wor theoretical concept

\Y Application  of  researchProject Work and its | Ability to analyzethe
methodology. presentation. data, interpret the

result and draw
conclusion

*As per requirements of Internal Assessment for EFxogranme).

Keywords: Researcimethodology; Research problem; Research designs; Sampling Designs;
Descriptive and Inferential Analysis of data; Sampling Distributions; Hypotheses Testing.
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Semester V
DSE1-(i): Demography

Credits. 6 Marks: 150

Course Objectives:

The learning objectives include:

x To collect valid Demographic data using different methods.

x To learn basic measures of Mortality, Fertility and Population Growth.

X To construct life tables.

Course Learning Outcomes:

After completing ths course, students should have developed a clear understanding of:

X

X

Distinction between Vital Statistics and Demography.

Errors in Demographic data.

x To check the completeness of registration data ShandraseiranDeming formula.

X

X

X

Use of Myer's and UNndices in evaluating age data.
Use of Balancing Equations.

Population Composition and Dependency Ratio.

X Sources of data collection on Vital Statistics and errors therein.

X

X

X

Measurement of Population.
Distinction between Rate and Ratio.

Basic measures of Miatity.

x Concepts of Stable and Stationary Populations.

X
X

X

Unit

Concept of Life Tables, their construction and uses.
Basic measures of Fertility.

Measures of Population Growth.

I: Population Theories: Coverage and content errors in demographic data, use of

baklncing equations and ChandraaeiiDeming formula to check completeness of

registration data. Adjustment of age data, use of Myer and UN indices, Population

composition, dependency ratio.

Unit 1l : Introduction and sources of collecting data on vital sigd, errors in census and
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registration data. Measurement of population, rate and ratio of vital events. Measurements of
Mortality: Crude Death Rate (CDR), Specific Death Rate (SDR), Infant Mortality, Rate
(IMR) and Standardized Death Rates.

Unit 1ll : Stationary and Stable population, Central Mortality Rates and Force of Mortality.
Life (Mortality) Tables: Assumption, description, construction of Life Tables and Uses of
Life Tables.

Unit IV: Measurements of Fertility: Crude Birth Rate (CBR), GenerdilffgiRate (GFR),
Specific Fertility Rate (SFR) and Total Fertility Rate (TFR). Measurement of Population
Growth: Crude rates of natural increase, Pearl’s Vital Index, Gross Reproduction Rate (GRR)
and Net Reproduction Rate (NRR).

Suggested Readings

1. Fredrick, EC., Dudley J.C and Klein,S. (1973).Applied General Statistio8™ ed.).
Prentice Hall of India Pvt. Ltd.

2. Goon,A.M., Gupta M.K. and DasguptaB. (2008). Fundamentalf Statistics(9"
ed.,Vol. Il). World Press.

3. Keyfitz, N. and BeckmanJ. A. (1983. Demographythrough ProblemsSpringer
Verlag New York.

4. Mukhopadhyay, P(1999).Applied StatisticsBooks and Allied (P) Ltd.
Biswas, S. (1988)Stochastic Processes in Degmaphy & Application Wiley

Eastern

Practical/Lab Work
List of Practicals

1. To calculate CDR and Age Specific death rate for a given set of data
To find Standardized death rate bf§) Direct method (ii) Indirect method
To construct a contete life table.
To fill in the missing entries in a life table
To calculateCBR, GFR, SFR, TFR for a given set of data

o g bk~ wnN

To calculate Crude rate of Natural Increase and Pearle’s Vital Index for a given set of
data

7. Calculate GRR and NRR for a given set of data and compare them
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Week-wise Teaching Plan:

Week 1 Meaning of Demographand Population Statistics, Coverage and Content
Errors in Demographic data, Use of Balancing Equations.

Week 23 ChandrasekanDeming formula, Population Composition, Dependency
Ratio, Errors in Age data, Evaluation of Age data, Myer’s and UN Indiges.

Week 4 Adjustment of Age data, Meaning of Vital Statistics, Vital events, Sources
of data collection on Vital Statistics and errors they suffer from.

Week 5 Measurement of Populati, Distinction between Rate and Ratio, Ratio pf
Vital events, Measuresf Mortality: Crude Death Rat@ractical Work.

Week 5 Data Preparation: Processing and Analysis of DataProcessing
Operations, measures of central tendency and dispeRsiactical Work .

Week 6 Specific Death Rate, Standardized Death Rate, Direct and Indirect
Methods of StandardizatioRyactical Work .

Week 7 Infant Mortality Rate, Relative Merits and Demerits of all the Rates.
Practical Work.

Week 89 Concepts of Stable and Station&gpulations, Central Mortality Rate,
Force of Mortality. Approximate expressions for Force of Mortality.

Week 10 Introduction to Life Tables, Life Table Functions and Columns,
Assumptions in the construction of Life Tables, Various relationships jn
the cdumns of a life table.

Week 11 Construction of Life Tables, Uses of Life Tables. Introduction to the
concept of Fertility, Difference between Fertility and Fecunditgctical
Work .

Week 12 Measures of Fertility: Crude Birth Rate, General Fertility RRtactical
Work .

Week 13 Specific Fertility Rate, Total Fertility Rate, Relative merits and demerits of
all the RatesPractical Work .

Week 1415 | Measures of Population Growth: Crude RateNatural Increase, Pearl|s

Vital Index, Gross Reproduction Rate, Net Reproduction Rate, |their

relative merits and demeritBractical Work.

Facilitating the achievement of Course Learning Outcomes

Unit | Course Learning Outcomes | Teaching and Learning | Assessment Tasks

No. Activity
I Distinction between Vital Class room lectures andParticipation in class
Statistics and Demography. | discussions. discussion.

I Errors in Demographic data | Class room lectures andParticipation in class

discussions. discussion.

I To check the completeness pClass room lectures andParticipation in class
registration data using discussions. discussion.
ChandrasekranDeming
formula.

I Use of Myer's and UN Class room lectures andParticipation in class
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indices in evaluating age dai

aiscussions.

discussion.

Use of Balancing equations,
Population Composition and
Dependency Rat

Class room lectures arf
discussions.

dParticipation in class
discussion.

Understanding of the basic
concepts in Demographic
analysis and to takeare of
errors in demographic data.

Class Test/
Assignment Work

Depth of
understanding in
theoretical concepts.

Sources of data collection onClass room lectures ar

Vital Statistics and errors
therein

discussions.

dParticipation in class
discussion.

Measurement of Population,
Distinction betwer Rate and
Ratio.

Class room lectures arf
discussions.

dParticipation in class
discussion.

Basic measures of Mortality.

(i) Class room lectures
and discussions.

(i) Practical work based
on different measure
of mortality.

Participation in class
discussion.

[%2)

Understanding the primary
sources of data collection or
Vital events and learning
some of the important
measures of mortality.

Class Test/
Assignment Work

(i)Depth of
understading in
theoretical concepts.
(ii)Ability to choose

of mortality in
different situations
with clear reasoning.

appropriate measures

D

Concepts of Stable and
Stationary Populations.

Class room lectures arf
discussions.

dParticipation in class
discussion.

Concept of Life Tables, their

(i) Class room lectures

Participation in class

construction and uses. and discussions. discussion.
(i) Practical work based
on the construction of
life tables.
Learning the concepts of Class Test/AssignmentDepth of

Completeand Abridged Life
Tables and their constructic

Work

understanding in
theoretical concepl

v Basic measures of Fertility. | (i) Class room lectures | Participation in class
Measures of Population and discussions. discussion.
Growth. (i) Practical work based
on different measures
of fertility and
population growtt
Learning the basic measureg Class Test/ (i) Depth of
Fertility and Population Assignment Work understanding in
growth. theoretical
concepts
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(ii) Ability to choose
appropriate
measures of
fertility and
population growth
in different
situations with
clear reasonin

Application of the concepts | Project Work/ Ability to apply the
learnt. (Optional) Presentation concepts learnt in real
life.

Keywords: Vital Statistics; Demographyources of data; Stable and Stationary Populations;

ChandrasekaraBDeming formulalife Tables; Measures ahortality; Measures of Fertility.
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B.A. (Programme)
Semester V
DSE 1-(ii): Applied Statistics- |
Credits: 6 Marks: 150
Course Objectives:
The learning objectives include:

x To give suitable exposure &pplied fields of statistics viz. Index Numbers and Time
Series.

X Handson experience at working with data in fields mentioned above.

Course Learning Outcomes:
After completing this course, students should have developed a clear understanding of:
x The fundamental concepts of Index Numbé&rsnstruction ofrice and quantityndex
numbers.
x Construction of Chain Index numbers and its utility.
x How to construct Consumer price Index and to understand its significance.
x Time series data, components of géirseries data, study the behaviour and identifying
the variation due to different components in the data.
x Fitting of various mathematical cuisyeand growth curves to get trends and to forecast.
x Estimation of seasonal component by Method of simple averRagis to Trend. Ratio
to Moving Averages and Link Relative method.

X To measure random component.

Unit I: Index Numbers: Definition, construction of index numbers and problems thereof for
weighted and unweighted index numbers including Laspeyr&msche’s, Edgeworth
Marshall and Fisher. Factogversal and time reversal tests. Chain index numbers, conversion

of fixed based to chain based index numbers andwacga. Consumer price index numbers.

Unit II: Introduction to times series data, apgdia of time series from various fields.

Components of a times seri@gcomposition of time series.

Unit Il : Trend: Estimation of trend by free hand curve method, method of semi averages,
fitting a various mathematical curve, and growth curves. Methodna@¥ing averages.

Detrending. Effect of elimination of trend on other components of the time series.
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Unit IV: Seasonal Component: Estimation of seasonal component by Method of simple
averages, Ratio to Trend. Ratio to Moving Averages and Link Relatie¢hoah,

Deseasonalization. Random Component: Variate component method.

Suggested Readings:

1. Chatfield, C. (1980)The Analysi®f Time SeriesAn Introduction Chapman & Hall.

2. Goon, A.M., GuptaM.K. and DasguptaB. (2002): Fundamentals of Stistics (8"
ed., Vol. | & Il). The World Press, Kolkata.

3. Gupta S.C. and Kapoor, V. K. (2008fundamentals of Applied Statisti¢g" ed.).
Sultan Chand and Sons.

4. Kendall M.G. (1976).Time SeriesCharles Griffin.
Mood, A.M., Graybill, F.A. and Boes, D.C. (20Q7Introducion to the Theory of
Statistics(3 ed.). Tata McGrawHill Pub. Co. Ltd.

6. MukhopadhyayP. (2011)Applied Statistic§2" ed.).Books and Allied.

Practical/Lab Work
List of Practicals
1. Calculate price and quantity index numbers using LaspeyPaasche’s, Marshall
Edgeworth and Fisher’s formulae
2. To calculate the Chain Base index numbers for a given series of Fixed Base index
numbers and show that tteo are same.
To compute Chain Base index numbers for a given set af data
To convert the Cha Base index numbers to Fixed Base index numbers
Fitting and plotting of modified exponential curve by method of three selected.points
Fitting and plotting of Gompertaurve by method of partial sums.
Fitting and plotting of logistic curve by methotitbree selected points

Fitting of trend by Moving Average Method (for n even and n odd) 16

© © N o 0o kW

Measurement of Seasonal indices Rabid rend method
10. Measurement of Seasonal indices Rabidoving Average methad
11. Measurement of seasonal indices Linkd®ge method

12. Calculation of variance of random component by variate difference method
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Week-wise Teaching Plan:

Week 1

Index Numbers: Introduction, basic problems involved in the construct

Practical Work.

Week 2-3

Criteria of a good Index number: Unit test, Time reversal Test, Factor

ion
of Index Numbers, Construction of Index Numbers: Simple Aggregate
Method, Weighted Aggregate Method, Comparison and interpretation.

reversal test, Errors in Measurement of Price and Quantity Index Numbers

and their ControlPractical Work .

Week 45

Chain index numbers, conversion of fixed based to chain based

interpretationPractical Work .

Week 6

Introduction to times series data Components of a times series,
Decomposition of time seriegdditive and multiplicative model with their
merits and demerit®ractical Work .

Week 7

lllustrations of time series. Measurement of trend by method chixad
curve, method of seraiveragesPractical work.

Week 89

Measurement of trend by method of least squares (quadratic

exponential). Fitting of various othenathematical curves and growth

curves.Practical Work .

Week 10

Measuring of trend by method of moving averd@@ctical Work.

Week 11

index
numbers and vicgersa.Consumer price Index Numbers. Importance and

and

Detrending: Effect of elimination of trend on other components of the time

series.Practical Work.

Week 12

SeasonalComponent Estimation of seasonal component by Method of
simple averages, Ratio to Tremractical work.

Week 13

Seasonal ComponentEstimation of seasonal component by Method of
Moving AveragesPractical work.

Week 14

Seasonal ComponentEstimation of seasonal component by Method of
Link Relative. Deseasonalization of datractical work.

Week 15

Random Componentin a Time Series Variate component method and it
significance Practical work.

Facilitating the achievement of Coursd_earning Outcomes:

[72)

Unit No.

Course Learning Outcomes Teaching and Assessment Tasks

Learning Activity

Index Numbers, construction ofClass room lecturesParticipation in class

price and quantity index numbefsnd discussions. discussion.

I Component of errors in the (i) Class room Participation in class
construction of Index Numbers lectures and discussion.
discussions.

(i) Practical Problem solving
problems from |Analyze and Interpret
the list of the results.
practical

I Construction of Chain indei(i) Class room Participation in class
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numbers lectures and discussion.
discussions.

(i) Practical Problem solving
problems from |Analyze and Interpret
the list of the results.
practical

Construction of wholesale andi) Class room

Consumer price Index and i

ts lectures and

Participation in class
discussion.

significance. discussions.

(i) Practical Problem solving
problems from |Analyze and Interpref
the list of the results.
practical.

A* Understanding basic concept€lass Test/ Extent of clarity of
with relevance and importance pAssignment work |theoretical  concepts
index number: studied in the cours

Il Time seriedata, components ¢fClass room lecturesParticipation in class
time series data, study thand discussions. discussion.
behaviour and identifying the
variation due to different
components in the data.

Il Identify and measure variougi) Class room Participation in class
components of timeeries data. lectures and discussion.

discussions.

(i) Practical Problem solving
problems from |Analyze and Interpret
the list of the results.
practical.

B* Understanding basic concept€lass Test/ Extent of clarity of

with relevance and importance
index number

ofAssignment work

theoretical  concepts
studied in the cours

Measurement of
various methods

Trend Byi) Class room

lectures and

discussions.

(i) Practical Problem solving
problems from | Analyze and Interpret
the list of the results.
practical.

Participation in class
discussion.

1] Fitting various mathematical(i) Class room Participation in class
curve, and growth curves. lectures and discussion.
discussions.

(i) Practical Problem solving
problems from | Analyze and Interpret
the list of the results.
practical.

Effect of elimination of trend o

other components of the time

series

n (i) Class room
lectures and
discussions.
(i) Practical

Participation in class
discussion.

Problem solving
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problems from

Analyze and Interpref

the list of the results.
practical.

C* Understanding basic concepts |dflass Test/ Extent of clarity of
fitting and effects oklimination| Assignment work | theoretical concepts
of trend on other component studied in the course.

v Estimation of seasonal(i) Class room Participation in class
component by Method of simple lectures and discussion.
averages, Ratio to Trend. Ratio discussions.
to Moving Averages and Link(ii) Practical Problem solving
Relative method problems from | Analyze and Interpret

the list of the results.
practical.

\Y Random Component: Variate | (i) Class room Participation in class
component method. lectures and discussion.

discussions.

(i) Practical Problem solving
problems from | Analyze and Interpret
the list of the results.
practical.

D* Understanding basic concepts |dflass Test/ Extent of clarity of
estimation of seasonal apd\ssignmentwork |theoretical concepts
random component studied in the course.

E* Understanding of completeClass Test/ Extent of clarity of
course. Assignment work | theoretical  concepts

studied in the course.

F* Application of Index Numbers| Project Work and | Ability to  apply
Time Series(optional) its presentation. concepts of Index

Numbes and Time
Series on practical
data, understanding
and giving solutions to
a problem

*As per requirements of InterhAssessment foB.A. (Progranme).

Keywords: Index NumbersChain index number§;ime series datdyleasurement of Trend;
Simple averages, Ratio to Trend; Ratio to MovAngrages; Link Relative method.
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B.A. (Programme)
Semester VI
DSE 2-(i): Applied Statistics Il
Credits: 6 Marks: 150

Course Objectives:
The learning objectives include:
x This course will help students to learn techniques and appod&QC being used in
industry to manufacture goods and services of high quality at low cost.

x This course will also give exposure to Sampling Inspection Plans.

Course Learning Outcomes:
After completing this course, students should have developed a cteastamding of:
x Statistical process control toelSontrol charts for variables, attributes

x Statistical product control toel$ampling inspection plans

Unit I: Quality: Definition, dimensions of quality, historical perspective of quality control
and improvements starting from World War I, historical perspective of Quality Gurus and
Quality Hall of Fame. Quality system and standards: Introduction to 1SO qualitgasds,

Quality registration.

Unit 1l: Statistical Process ContrelSeven tools of SPC, chance and assignable causes of
guality variation. Statistical Control Charts for variabl€snstruction and Statistical basis of
31 &RQWURO FKD dtris ob €@mrol \cHdrty Cenkrdb charts for variablegaX &
R-chart, Xbar & schart.

Unit Ill: Control charts for attributes: fghart, pchart, echart and tchart. Comparison

between control charts for variables and control charts for attributes.

Unit IV: Acceptance sampling plan: Principle of acceptance sampling plans. Single sampling
plan their OC, AQL, LTPD, AOQL, ASN, ATI functions with graphical interpretation, use

and interpretation of Dodge and Romig’s sampling inspection plan tables.

Suggesed readings:
1. Goon A.M., Gupta M.K. and Dasgupta B. (200Bundamentals of Statisti¢s" ed.,
Vol. 1 & 11). World Press, Kolkata.
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2. Gupta S.C.,Kapoor V.K.(2007).Fundamentals of Applied Statist (4" ed.). Sultan
Chand and Sonfew Delhi.

3. Mukhopadhyay, P(2011).Applied Statistic§2" ed.).Books and Allied (P) Ltd.

4. Montogomey, D.C and Runger, G.C. (2008)pplied Statistis and Probability for
Engineerg3“ed.).Wiley India Pvt. Ltd.

5. Montogomery, D. C. (2009)ntroductionto Statistical Quality Controf{6" ed.). Wiley
India Pvt. Ltd.

Practical/Lab Work

List of Practicals

1. Construction of Xbar and R chart (without trial control limits)

© © N o g M W N

Construction of Xbar and s chart (without trial control limits)
Construction of pchart (fixed sample size)

Construction of pchart (variable sample size)

Construction of echart

Construction of €chart

Construction of tchart

Single sampling inspection plan

OC functions and OC curves

10. Determination of the best plan on the ASN

Week-wise Teaching Plan:

Week 1-2

Introduction to quality, dimensions of quality, Its concept, application
importance. Historical perspective of quality control. Quality system
standards: Introduction to ISO quality standards, Quality registration.

and
and

Week 34

Process and product control, Seven tools of SPC, Chance and Assignablg
of quality variation Examples of patterns on control chart.

causes

Week 58

Statistical Control ChartsStatistical basis of-3l &RQWURO FKDUY
for variables: Xbar & R-chart, Xbar & schart. Rational Sugrouping,
Revised and Modified Control Limit®ractical work

VV &RQW

Week 912

Control charts for attributes: aghart, pchart, echart and tchart. Comparisof
between control charts for variables amahtrol charts for attributes. Analysis
patterns on control chart, estimation of process capability. Practical work

1
of

Week 1315

Acceptance sampling plan: Principle of acceptance sampling plans.
sampling plan with OC, AQL, LTPD, AOQ, AOQL, ASN, ATunctions with
graphical interpretation, use and interpretation of Dodge and Romig’s sar
inspection plan table®ractical work.

Single

npling
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Facilitating the achievement of Course Learning Outcomes:
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Unit No. | Course Learning Outcomes Teaching and| Assessment
Learning Activity Tasks
I Introduction to Quality, ts| Class room lectures andParticipation in
concept, application anddiscussions. class discussion.
importance Historical perspective
of quality control.
Introduction to ISO quality
standards.
Statistical process control tools,
causes of variation.
in/1m Statistical process control toels(i) Class room lectures| Participation in
Control charts for variables, and discussions. class discussion.
attributes (i) Practical problems
from the list of Problem solving
practical. Analyzeand
Interpret the
results.
in/1m Understanding basic concepts andlass Test/ Extent of clarity
control charts. Assignment work of theoretical
concepts studied
in the course.

v Statistical product control toels (i) Class room lectures| Participation in
Sampling inspection plans, Dodge and discussions. class discussion.
and Romig plans (i) Practical problems | Problem solving,

from the list of Analyzeand
practical. Interpret the
results.

A* Understanding  of  completeClass Test/ Extent of clarity
course. Assignment work of theoretical

concepts studied
in the courst

B* Application of statistical quality Project Work and it$ Ability to apply

control. (optional)

presentation.

concepts of
quality control,
practical
handling,
understanding
and giving
solutions to a

problem.

*As per requirements of Internal Assessmentdok. (Progranme).

Keywords: Statistical quality controj

ISO quality standards Statistical process control

tools; Control charts; Sampling inspection plans; Dodge and Romig plans.
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B.A. (Programme)
Semester VI
DSE 2(ii): Demand Analysis and Linear Regression

Credits: 6 Marks: 150
Course Objectives:
The learning objectives include:

X To learn about Demand Analysis, its important aspects of Economic Statistics

X To learn about Pareto’s law of Income Distribution

X Tolearn about Utilityand Production Function

x To provide knowledgéor simple and multipleegression models and practical uses

Course Learning Outcomes:
After completing this course, students should have developed a clear understanding of:
x Demand Function
x Price and income elasticity of demand
X Income Distribution, income inequality and eoaric growth
x  Utility and Production Function
x Simple Linear Regresson Model - Statistical data angdis technique, concept of the least
squaresriterion, predict the value of dependent variable, lack of fit test

X Multiple Linear Regression modeaignificance of regression

Unit I: Demand Analysis: Demand function, price and income elasticity of denfamtal

and cross Elasticitygf demand, nature of commais, laws of supply and demand.

Unit Il Income distributions, Parete curves of concentration. Utility and Production
Functions: utility function, constrained utility maximization, indifference curves, derivation
of demand curve using indifference curves, production function, homogeneoustfmodu

functions, Elasticity of substitution for linear homogeneous functions.

Unit 11l : Simple Linear Regresson Model: Two Variable Case Estimation of model by
method of ordinary least squares, properties of estimators, goodness of fit, tests of
hypotheses, lack of fit and pure Error, Besth¢ar Unbiased Estimator (BLUE)pnfidence

intervals.
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Unit IV: Gauss-Markov theorem, Multiple Linear Regression: OLS Estimation of
parameters; properties of OLS estimators, gaodness of fit - R?, partial regression coefficients

andtesting of hypotheses on parameters (individual and joint).
Suggested Readings:

1. Croxton, F.E., Caden, D.J. and Klein, S. (198 pplied General Statistic8 Edn.
Prentice Hall of India (P) Ltd.

2. Gupm, S.C. and Kapoor, V.K. (2007fundamentals of Applied Statistic4" Edn.,
Sultan Chand & Sons.

3. Montgomery, D.C., Peck, E.A. and Vining, G. G. (200B)troduction to Linear
Regression Analysid™ ed, John Wiley & Sons.

4. Soni, R.S. (1996).Business Mathematics with Application in Besi&s and
EconomicsPitamber Publishing Co.

Practical/Lab Work

List of Practicals

1. Fitting of demand curve / function and Estimation of price elasticity of demand from
time series data.

Fitting of Pareto curve to income data.

Fitting of Lorenz curve ofoncentration.

Estimability when X is a full rank matrix

Estimability when X is not a full rank matrix

Simple Linear Regression

Multiple Regression

Tests for Linear Hypothesis

Lack of fit.

© © N o g M w DN

10. Testing of hypdtesis on individual regressiaoefficient

Week-wise Teaching Plan:

Week 1-2 Demand function, price and income elasticity of demand, Partial and |cross
Elasticity's of demand, nature of commodities, laws of supply and demand.
Practical Work.

Week 35 Income distributions, Parete- curves of concentration. Utility and
Production Functions: utility function, constrained utility maximization.
Practical Work.

Week 67 Indifference curves, derivation of demand curve using indifference curves,
production function, homogeneous production functioB&gsticity of
substitution for linear homogeneous functidAsactical Work .
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Week 89 Two Variable Case Estimation of model by method of ordinary least
squares, properties of estimators. Practical Work.

Week 1011 Goodness of fit, tests of hypotheses, lack of fit and pure Error, Best hear
Unbiased Estimator (BLUE confidence intervals. Practical Work .

Week 1213 | Gauss-Markov theorem, Multiple Linear Regression: OLS Estimation of
parameters; properties of OLS estimators. Practical Work .

Week 1415 | Goodness of fit - R? partial regression coefficients and testing of
hypotheses on parameters (individual and joi Practical Work.

Facilitating the achievement of Course Learning Outcomes:

Unit No. | Course Learning Outcomes| Teaching and Assessment Tasks
Learning Activity
I Demand Analysis Class room lectures Participation in class

and discussions. discussion.

Practical work

Il Income distributions Class room lectures Participation in class
and discussions. | discussions.
Practical work

Il Utility  and Production Class room lectures Participation in class
Functions and discussions. | discussion.
Practical work

A* Understanding of  basicClass Test/ Extent of clarity in
concepts and techniques | Assignment work | theoretical concepts

1 Simple Linear Regression | Classroom lectures| Participation in class

1l Best Linear Unbiasedand discussions. discussion.

Estimator Practical work
\Y% Gauss-Markov theorem
v Testing of hypotheses on| Class room lectures Participation in class
parameters anddiscussions. discussion and
Practical work. presentation.
B* Understanding of variousClass Test/ Extent of clarity in
techniques Assignment work | theoretical concepts.

*As per requirements of InterhAssessment foB.A. (Progranme).

Keywords: Demand Analysis; Income distributions; Utility and production functions; Simple
linear regression; Best linear unbiased estimatoas&Markov theorem; Testing of
hypotheses.
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